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Abstract Multiple linear regression (MLR) combined with
genetic algorithm (GA) and Bayesian-regularized Genetic
Neural Networks (BRGNNs) were used to model the
binding affinity (pKI) of 38 11,12-cyclic carbamate
derivatives of 6-O-methylerythromycin A for the Human
Luteinizing Hormone-Releasing Hormone (LHRH) recep-
tor using quantum chemical descriptors. A multiparametric
MLR equation with good statistical quality was obtained
that describes the features relevant for antagonistic activity
when the substituent at the position 3 of the erythronolide
core was varied. In addition, four-descriptor linear and
nonlinear models were established for the whole dataset.
Such models showed high statistical quality. However, the
BRGNN model was better than the linear model according
to the external validation process. In general, our linear and
nonlinear models reveal that the binding affinity of the
compounds studied for the LHRH receptor is modulated by
electron-related terms.

Keywords QSAR analysis . Bayesian-regularized Genetic
Neural Network . Quantum chemical descriptors .
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Introduction

Luteinizing Hormone-Releasing Hormone (LHRH), which
is secreted from the hypothalamus, acts on the pituitary
gland to stimulate the secretion of both luteinizing hormone
and follicle-stimulating hormone [1]. These gonadotro-
pines, in turn, act on the reproductive organs, where they
participate in the regulation of gonadal steroid production,
spermatogenesis in male and follicular development in
female. Antagonists of LHRH bind to its receptor in the
pituitary gonadotrophs causing inhibition of gonadotropin
release, which subsequently causes the suppression of sex
steroids in mammals [2]. This property of suppressing sex
hormones renders the LHRH antagonists potentially useful
in the treatment of endocrine-based diseases, such as
prostate cancer, breast cancer, endometriosis, uterine leio-
myoma and precocious puberty [2]. Intensive research has
been focused on the development of potent and safe
antagonists [3]. The relatively low potency and adverse
effects due to histamine release have been the main
obstacles to their acceptance and clinical use. In this sense,
peptide antagonists with low histamine-release properties
have been reported [4]. However, peptide antagonists still
have their limitations, such as poor oral bioavailability.
Recently, by conducting synthetic structure-activity rela-
tionship (SAR) studies, researchers have identified several
non-peptide antagonists of the LHRH [5–8].

Non-peptide LHRH receptor antagonists were discov-
ered by Cho et al [5]. These compounds are based on the
introduction of crucial functional groups for receptor
binding into a bicyclic scaffold that mimics a type II β-
turn involving residues 5–8 (Tyr-Gly-Leu-Arg) of LHRH,
which has been proposed as the bioactive conformation.
Non-peptide antagonists resemble active peptides by
keeping their main characteristics: a hydrophobic scaffold
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that interacts with a hydrophobic ligand-binding pocket of
the receptor, and a positively charged residue which
interacts with Asp302 in the seventh transmembrane
domain of the human receptor [9]. The LHRH receptor
belongs to the G-protein-coupled receptor family and
consists of seven transmembrane segments that presumably
adopt an α-helical conformation. The binding mode of non-
peptide antagonists to the LHRH receptor has been studied
by docking active compounds into the LHRH receptor.
Since X-ray diffraction data of LHRH receptor are not
available, a model of the human LHRH receptor was built
by homology modeling [5].

The correlation of biological data with various molecular
descriptors constitutes an important and widely used field
of the application of Quantitative Structure-Activity rela-
tionships (QSARs) [10]. A QSAR model proposes a
mathematically quantified and computerized form from
the chemical structure. In this sense, the QSAR conserves
resources and accelerates the process of development of
new molecules for use as drugs. A crucial step in
constructing the QSAR model is to find a set of molecular
descriptors that represents variation in the structural
characteristics of the molecules tested. A wide variety of
descriptors for use in QSAR analysis has been reported
[11]. Many descriptors reflect simple molecular properties,
and can thus provide insight into the physicochemical
nature of the activity under consideration. Quantum
chemical calculations are a reliable source of molecular
descriptors, which can, in principle, express all of the
electronic and geometric properties of molecules and their
interactions [12]. In the performance of a QSAR analysis,
quantum chemistry provides an accurate and detailed
description of electronic effects.

In a recent paper, we conducted the first QSAR
analysis on non-peptide antagonists of LHRH including
thieno[2,3]pyridine-4-ones, thieno[2,3]pyrimidine-2,4-
diones, imidazo[1,2]pyrimidin-5-ones and benzimidazole
derivatives [13]. We first applied the multiple linear
regression (MLR) analysis method, and then Bayesian-
regularized genetic neural networks (BRGNNs) were used
for the QSAR study with 2D-autocorrelation descriptors.
The BRGNN approach overcame the limitations of linear
methods. In the current contribution, we have performed
the same analysis on recently reported macrolide LHRH
antagonists: 11,12-cyclic carbamate derivatives of 6-O-
methylerythromycin A (Fig. 1) [14, 15]. Macrolide LHRH
antagonists differ considerably from previous non-peptide
antagonists; their structures are based on cyclic decapep-
tides [14]. There are no previous reports of theoretical
models to account for the physico-chemical interactions
responsible for the activity of these compounds. With this
in mind, we explored a pool of quantum chemical
descriptors for inspecting the electronic features of these

molecules relevant for antagonistic activity. Optimum
variable subsets of descriptors were selected using linear
and nonlinear Genetic Algorithm (GA) searches. Both
MLR and BRGNN techniques were used for modeling the
observed activity of the training set (32 compounds).
The adequacy of the models was examined by means
of their statistical significance, leave-one-out (LOO)
cross-validation and the quality of prediction of a test
set (6 compounds).

Methods

Biological activity data set

A data set of 38 macrolide LHRH antagonists was collected
from the literature [14, 15]. Their in vitro binding affinities
for human LHRH receptors cloned in CHO cells were
expressed as pKI values. The structural features and the
biological activities of the compounds used in this study are
shown in Fig. 1 and Table 1.

Quantum chemical descriptors

The molecular structures of all the macrolide LHRH
antagonists were built using the Hyperchem software [16],
and geometrically optimized using the semiempirical
quantum-chemical method PM3 [17] implemented in
Gaussian98 [18]. The calculated descriptors for each
molecule are summarized in Table 2. We selected the
common structure between all the compounds studied, and
calculated the net atomic Coulson charges (QA) and
electrostatic potentials (PA) at the core of each atom A
without considering the H atoms. In addition, we calculated
the net charges of the most negative and most positive
atoms (Qmin, Qmax), sum of the absolute charges on all
atoms (ΣQ), average of the absolute values of the charges
on all atoms (Qm), sum of squares of charges on all atoms
(ΣQ2), sum of squares of positive and negative charges
[ΣQ2(+),ΣQ2(−)], average of square of charges on all atoms
(Q2

m), most negative and least negative electrostatic
potentials (Pmin, Pmax), average of electrostatic potentials
(Pm), molecular dipole moment (μ), energies of the highest
occupied (HOMO), and lowest unoccupied (LUMO)
molecular orbitals (ɛHOMO, ∈LUMO). Quantum chemical
indices of electronegativity (χ), hardness (η), softness (S),
and electrophilicity (ω) were calculated according to the
methods given in Table 2 [19].

In all, 115 descriptors were calculated. Descriptors that
stayed constant or almost constant were eliminated, and
pairs of variables with a correlation coefficient greater than
0.7 were classified as intercorrelated; only one of these was
included in the models.
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Modeling procedure

The MLR analysis was used to derive a QSAR model for
studying the effect of minor structural changes separately.
Before this MLR analysis, the correlation between the
selected descriptors was examined, and those descriptors
with low colinearity were considered for the QSAR study.
The GA was used to select the most relevant set of
descriptors. The resulting model was evaluated by LOO
cross-validation.

In the models that encompassed all the compounds, the
dataset was divided into training and test sets. Six
compounds were chosen randomly as a prediction set and
were used for external validation of the MLR and BRGNN
models. The compounds in the external prediction set were
reserved for validating potential models. For the develop-
ment of the MLR and BRGNN models, the training sets
included all the remaining 32 compounds.

Since many descriptors are available for QSAR analysis
and only a subset of them is statistically significant in terms
of correlation with biological activities, deriving an optimal
QSAR model through variable selection needs to be
addressed. Following Occam’s Razor [20], we selected just
the variables that contain the information necessary for the
modeling, but nothing more. In this sense, linear and
nonlinear GA searches were carried out in order to build the
linear and nonlinear models. The quality of each model was
demonstrated by the square multiple correlation coefficient
(R2) and the standard deviation (s). The models with R-
values above 0.8 were selected and tested in cross-
validation experiments.

To demonstrate the absence of chance correlations
further, we generated analogous models by GA search
using random numbers instead of the pool of descriptors,
and correlations between selected random numbers and real
biological activities were established [21, 22]. This process
was repeated 20 times, and the R2 of training and LOO
cross-validation (R2

CV) of the resulting models were
averaged and compared to the real model. The rationale
behind this test is that the significance of the real QSAR
model decreases if there is a significant chance correlation
between the selected random numbers and the response
variable.

Artificial neural network regression procedure

BRGNN is a framework that combines Bayesian-regular-
ized artificial neural networks (BRANNs) with GA feature
selection [23]. Our BRGNN approach is a version of the So
and Karplus GA feature selection method [24] incorporat-
ing Bayesian regularization.

Bayesian networks are optimal devices for solving
learning problems. They diminish the inherent complexity
of artificial neural networks (ANNs) because they are
governed by Occam’s Razor, as complex models are
automatically self-penalizing under Bayes’ rule. The
Bayesian approach to ANN modeling considers all possible
values of network parameters weighted by the probability
of each set of weights. The BRANN method was designed
by Mackay [25, 26] for overcoming the deficiencies of
ANNs. The Bayesian approach yields an a posteriori
distribution of network parameters P(w|D,H) from a prior
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Figure 1 General structure and
numbering of the 11,12-cyclic
carbamate derivatives
of 6-O-methylerythromycin A
used in this study

Fig. 1 General structure and
numbering of the 11,12-cyclic
carbamate derivatives
of 6-O-methylerythromycin A
used in this study
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Table 1 Experimental and pre-
dicted activities of 11,12-cyclic
carbamate derivatives of 6-O-
methylerythromycin A from the
training and test sets

aCompounds included in model
Eq. (1).

468 J Mol Model (2007) 13:465–476



Table 1 (continued)
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Table 1 (continued)
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probability distribution P(w|H), according to updates
provided by the training set D using the BRANN model
H. Predictions are expressed in terms of expectations with
respect to this posterior distribution. Bayesian methods can
simultaneously optimize the regularization constants in
ANNs, a process that is very laborious using cross-
validation. Instead of trying to find the global minimum,
the Bayesian approach finds the (locally) most probable
parameters (for in more detail, see Reference [13]).

The Bayesian approach produces predictors that are
robust and well matched to the data. In BRANNs, these
predictors are well suited for QSAR analysis [27, 28]. They
give models that are relatively independent of the ANN
architecture, above a minimum architecture, since the
Bayesian regularization method estimates the number of
effective parameters. Concerns about overfitting and over-

training are also eliminated by this method so that a
definitive and reproducible model is produced. Joining a
BRANN and GA feature selection (BRGNN) increases the
possibilities of BRANNs for modelling, as we have
indicated in previous work [13, 23, 29, 30]. This method
is relatively fast and considers the whole dataset in the
training process. For other hybrids of ANN and GA, the use
of the mean square error (MSE) as the fitness function
could lead to undesirably well fitted but poorly generalized
networks as algorithmic solutions. In this connection,
BRGNN avoids such results in two ways: (1) by keeping
network architectures as simple as possible inside the GA
framework, and (2) by implementing Bayesian regulation in
the network training function.

Fully connected, three-layer BRANNs with back-propa-
gation training were implemented in the MATLAB envi-

Table 1 (continued)

aCompounds included in model
Eq. (1).
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ronment [31]. In these nets, the transfer functions of input
and output layers were linear, and the hidden layer had
neurons with a hyperbolic tangent transfer function. Inputs
and targets took the values from independent variables
selected by the GA and pKI values, respectively; both were
normalized prior to network training. BRANN training was
carried out according to the Levenberg-Marquardt optimi-
zation [32]. The initial value for μ was 0.005, with decrease
and increase factors of 0.1 and 10, respectively. The
training was stopped when μ became larger than 1010.

The GA implemented in this paper retains the character-
istics of that reported previously [23]. Initially, a set of 50
chromosomes was generated randomly. The population
fitness was then calculated and the members were rank
ordered according to fitness. The two best-scoring models
were automatically retained as members for the next round
of evolution. More progeny models were then created for
the next generation by preferentially mating parent models
with higher scores. Crossover operator and single-point
mutations were used in the evolution process until the best
MSE scoring model remains constant for at least ten
generations. Our GA was programmed within the MAT-
LAB environment using the genetic algorithm and neural
networks toolboxes [31]. The predictors are BRANNs with

a simple architecture (two or three neurons in a single
hidden layer). We tested the MSE of data fitting for
BRANN models in some cases as the individual fitness
function. The best models were selected according to their
R value (R>0.8) and the results of cross-validation experi-
ments (higher R2

CV).

Results and discussion

Multiple linear regression analysis

As shown in Table 1, there are 20 compounds with 4-Cl
substituent on the phenethyl 11,12-cyclic carbamate and
methyl and isopropyl substituents at the 3′-amino group of
desosamine (Table 1). This set can be used for studying the
properties that are relevant for the binding affinity when
substituents at position 3 of the erythronolide core (R1) are
varied. Equation (1) shows the best QSAR model selected
by the GA (the search included 33 descriptors when
constant and correlated descriptors were eliminated) for
20 derivatives:

pKI ¼ �0:564 �0:250ð Þ � Pmax þ 449:761 �135:080ð Þ
� QO16 � 203:358 �46:102ð Þ � QO31 þ 40:211 �26:908ð Þ

ð1Þ
N=20, R2=0.723, s=0.475, F=13.915, p=10−4;

t(Ρmax coeff)=−2.26; t(QO16 coeff)=3.33; t(QO31 coeff)=
−4.41; t(intercept)=1.49; R2

CV=0.611, sCV=0.562, where n
is the number of compounds included in the model, R2 is the
square correlation coefficient, s is the standard deviation of
the regression, F is the Fischer ratio and p is the
significance of the variables in the model. The t-test values
for the coefficients are also included. R2

CV and sCV are the
correlation coefficient and standard deviation of the LOO
cross-validation, respectively.

There is no significant intercorrelation between the
selected descriptors (correlation matrixes are provided in
the Supplementary material 1). The correlation between the
calculated and experimental values of pKI (from training
and LOO cross-validation) is shown in Fig. 2a. The above
equation shows a negative influence of the electrostatic
term Pmax related to the least negative electrostatic potential
on any atom in the whole molecule. This descriptor
suggests that the change in the electrostatic surroundings
due to the substituent R1 influences the binding affinity.
The presence of local charge terms QO16 and QO31 suggests
that the substituent R1 modulates the antagonist-receptor
electrostatic interactions due to the O16 (which belongs to
the cyclic carbamate) and O31 atoms (substituent at
position 6 of the erythronolide core). Depending on the
strength of these interactions, molecules increase or

Table 2 Symbols of the calculated quantum chemical descriptors
used in this study and their definitions

Descriptor Definition

QA Net atomic Coulson charge at each atom A
(heavy atoms) of the common structure between
all the studied compounds.

Qmin, Qmax Net charges of the most negative and most positive
atoms.

ΣQ Sum of absolute of charges on all atoms.
Qm Average of the absolute values of the charges on all

atoms.
ΣQ2 Sum of squares of charges on all atoms.
ΣQ2(+) Sum of squares of positive charges.
ΣQ2(−) Sum of squares of negative charges.
Q2

m Average of square of charges on all atoms.
PA The electrostatic potential at each atom A

(heavy atoms) of the common structure between
all the studied compounds.

Pmin, Pmax Most negative and least negative electrostatic
potentials.

Pm Average of electrostatic potentials.
μ Molecular dipole moment.
ɛHOMO,
∈LUMO

Energies of the highest occupied (HOMO) and
lowest unoccupied (LUMO) molecular orbitals.

χ Electronegativity: −0.5 (ɛHOMO–∈LUMO)
η Hardness: 0.5 (ɛHOMO+∈LUMO)
S Softness: 1/ η
ω Electrophilicity: χ2/2 η
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decrease their affinities toward the human LHRH receptor.
According to Eq. (1), binding is favored by the least
negative charge on O16 and the most negative charge on
O31.

As an additional validation, the GA search was
performed using 33 random variables and real biological
activities to evaluate the likelihood of chance correlations in
this model. The averaged R2 and R2

CV values when the
random variables were changed 20 times and MLR analysis
combined with GA search were applied to each generated
data set, were R2=0.565 and R2

CV=0.340. From this, we
concluded that chance correlation had little effect in driving
model development.

The best set of descriptors for the whole dataset was
selected. MLR analysis combined with a linear GA feature
selection (the search included 30 descriptors when constant
and correlated descriptors were eliminated) was performed
on the training set (Table 1). The following equation
resulted:

pKI ¼ 245:208ð�42:010Þ � ⍵þ 42:377ð�5:351Þ � QO45

þ 207:729ð�745:042Þ � QC15 þ 19:939ð�5:810Þ � Qmin

þ 124:536ð�27:581

Þ

ð2Þ
N=32, R2=0.826, s=0.530, F=32.018, p<10 − 5;

t(ω coeff)=5.84; t(QO45 coeff)=7.92; t(QC15 coeff)=2.77;
t(Qmin coeff)=3.43; t(intercept)=4.52; R2

CV=0.756, sCV=
0.628.

The predictions of pKI values for the 32 non-peptide
antagonists using this equation are shown in Table 1.
Equation (2) shows a four-descriptor model including the
electrophilicity (ω), the local charges at atoms O45 and
C15 and the charge of the most negative atom. It is
noteworthy that there is no significant intercorrelation
between these descriptors (see Supplementary material).
The correlation between the calculated and experimental
values of pKI (from training and LOO-cross-validation) is
shown in Fig. 2b. The above equation shows that when
substituents on the phenethyl 11,12-cyclic carbamate, on
the 3′-amino group of desosamine and the position 3 of the
erythronolide core, are varied, the binding affinity for
human LHRH receptor is modulated by electron-related
terms. All the terms in this equation have positive
coefficients. However, their effects are negative since such
terms have negative values. According to this model,
binding is favored by less negative charge on O45
(substituent at position 3 of the erythronolide core, which
supports R1 substituent), less negative charge on C15
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(substituent at position 12 of the erythronolide core), a low
electrophilicity, and a low value of most negative charge in
the whole molecule.

To investigate the performance of the MLR model, it
was used to predict the activity of the six molecules of the
test set. The results of the predictions are shown in Table 1
and in Fig. 3 as a scatter plot of the predicted versus
experimental values. This analysis reveals that the pro-
posed MLR model fails in the prediction of compound 35
[pKI=6.27 instead of 5.33; percent relative error (PRE)=
17.6)] However, the remaining compounds were predicted
adequately.

Ultimately, the likelihood of chance correlations in this
model was evaluated by performing a GA search using a
pool of 30 random variables and real biological activities.
The averaged R2 and R2

CV values when the random
variables were changed 20 times and MLR analysis
combined with GA search were applied to each generated
data set, were R2=0.478 and R2

CV=0.272. From this, we
concluded that chance correlation had little effect in driving
model development.

Bayesian-regularized genetic neural networks

The BRGNN technique was used in order to discover the
possible existence of nonlinear relationships between
binding affinity and molecular descriptors. The best model
selected by the BRGNN method includes four descriptors
and is shown in Table 3. The predictions of pKI values for
the 32 non-peptide antagonists using this model are shown
in Table 1 and scatter plots of the predicted (from training

and LOO cross-validation) versus the experimental values
in Fig. 2c. The BRGNN approach yielded an optimum
variable subset that was similar to the descriptor subset
selected by the linear GA. The nonlinear model keeps the
electrophilicity (ω) and the local charge at C15 (QC15) as
relevant properties. The new properties included are the local
charges at O31 and O43 (QO31 and QO43). Similarly to the
variables selected by MLR, there is no significant intercor-
relation between these descriptors (see Supplementary
material).

The nonlinear model improved on the MLR one by
fitting the training set with a higher R2 of 0.848 in
comparison with 0.826 for the linear model. When we
compared the predictivity of linear and nonlinear models
according to LOO cross-validation experiments, we found
that MLR (R2

CV=0.756; Eq. 2) is superior to BRGNN
(R2

CV=0.700). However, some authors have cast doubt on
the results of internal validation [33–35]. Golbraikh and
Tropsha [33] found that there is no relationship between
R2

CV and the model’s ability to predict an external test set.
Aptula et al. [34] demonstrated that R2

CV is not a good
criterion for evaluating model predictivity; instead of this,
they consider that root mean square error of test set
predictions is a better fitness criterion. Doweyko [35]
considers that a higher R2

CV reflects that the model
identified the redundancy in the training set and this has
nothing to do with predictivity.

Predicting the activity of some components in a test set
is the most reliable way to establish the predictivity of a
QSAR model. To investigate the performance of the
nonlinear model, it was used to predict the activity of the
six molecules of the test set. The results of the predictions
are shown in Table 1 and in Fig. 3 as scatter plot of the
experimental activities versus predicted activities. This
analysis reveals that the proposed model has a high
prediction ability with low PREs between −4.8 and 2.1
for the test set. In this sense, the BRGNN procedure
improves the linear results.

As in linear model, the GA search was performed using
30 random variables and real biological activities to
evaluate the likelihood of chance correlations in this model.
The averaged R2 and R2

CV values when the random
variables were changed 20 times and BRGNN analysis
was applied to each generated data set, were R2=0.503 and
R2

CV=0.164. From this we concluded that chance correla-
tion had little effect in driving nonlinear model develop-
ment. Furthermore, we examined if the choice of test set
influences our results. We divided the data set on several
randomly constructed training/test set partitions of 32 and 6
compounds, respectively, and computed the averaged PREs
and R2 values for test sets using MLR and BRGNN
approaches. The linear approach gives an averaged PRE=
7.90, while BRGNN approach gives a lower value PRE=
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7.44. Otherwise, the averaged value of R2 of test sets is
higher for BRGNN approach: R2=0.807 in comparison to
R2=0.777 of the linear approach. This result clearly
demonstrates that our results do not depend on the
training/test set partition selected.

In order to gain a deeper insight into the relative effects
of each quantum chemical descriptor in our model, a
recently reported weight-based input-ranking scheme was
carried out. The black-box nature of three layer ANNs has
been “deciphered” in a recent report of Guha et al. [36]
Their method allows an understanding of how an input
descriptor is correlated to the predicted output by the
network and consists of two parts. First, the nonlinear
transform for a given neuron is linearized. Afterwards, the
magnitude in which a given neuron affects the downstream
output is determined. Next, a ranking scheme for neurons in
the hidden layer is developed. The ranking scheme is
carried out by determining the Square Contribution Values
(SCV) for each hidden neuron (see Reference [36] for
details). This method for ANN model interpretation is
similar to the partial least squares interpretation method for
linear models described by Stanton [37].

The results of the ANN deciphering study are shown in
Table 4. The reported effective weight matrix for our model
shows that the first hidden neuron has the major contribu-
tion to the model with a SCV value 6-fold higher than the
second hidden neuron. On this neuron, QO31 has the highest
impact equal to −2.435. From this analysis, we can also
derive the approximate effect of the selected descriptors.
The sign of the weights indicates the trend of the output
value. According to the sign of the effective weight, QO31

has a negative influence in pKI, which signifies that binding
is favored by a high negative charge on O31 (substituent at
position 6 of the erythronolide core). Following the same
procedure, we conclude that a lower negative charge on
O43 (hydroxyl group of desosamine residue) is required for
high pKI values. As in the linear model, BRGNN model
showed that a less negative electrophilicity increases the
antagonistic activity. However, QC15 showed opposing
effects in first and second neurons, which suggests a
complex nonlinear effect not perceived by the linear model.
The electronic features described by this model suggest that
the potency of 11,12-cyclic carbamate derivatives of 6-O-
methylerythromycin A as LHRH antagonists is related to
some negatively charged substituents. In general, the
structural pattern repeated in all compounds of the dataset
modeled (Fig. 1) contains ten oxygen atoms that contribute

with electron density. Inside this active scaffold, our model
details that increase in electron density at some positions of
the scaffold reinforces the interactions with LHRH receptor.

Conclusions

MLR and BRGNN were used to model the biological
activity of recently reported macrolide LHRH antagonists.
In the application of the MLR procedure, we found a
predictive equation for studying the effects of varying the
substituent at position 3 of the erythronolide core. In
addition, a four-parameter equation resulted for the entire
set of compounds.

The BRGNN model also contains four descriptors. The
results of the BRGNN approach seem to be more reliable
according to the external validation. The MLR model fails
in the prediction of compound 35 (PRE=17.6) in the test
set. However, the BRGNN model predicts the activities of
all compounds of the test set with a relative error lower than
4.8%. The better results achieved by the BRGNN approach
suggest that structure-LHRH antagonistic activity relation-
ship is a complex phenomenon that can be described
appropriately by nonlinear analysis and the chemical
characteristics it captures.

Supporting information available

Descriptors selected by GA for MLR Eq. (1), MLR Eq. (2)
and BRGNN model and correlation matrix of these
descriptors in such models.

Table 4 Effective weight matrix for the optimum BRGNN model

Network Hidden neurons

Inputs 1 2

ω 0.228 0.597
QO31 −2.435 0.798
QO43 1.620 −0.002
QC15 −0.691 0.307
SCVa 0.862 0.138

The most relevant descriptors appear in bold
a The columns are ordered by the SCVs for the hidden neurons, shown
in the last row.

Table 3 Statistic parameters of the best BRGNN model for prediction of pKI of the macrolide LHRH antagonists

Model Descriptors Hidden neurons n R2 s R2
CV sCV

BRGNN ω, QO31, QO43, QC15 2 32 0.848 0.456 0.700 0.641
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